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We describe the construction of Total Differential (TD) three-phase data for the implemen-
tation of the exact global pressure formulation for the modeling of three-phase compress-
ible flow in porous media. This global formulation is preferred since it reduces the coupling
between the pressure and saturation equations, compared to phase or weighted formula-
tions. It simplifies the numerical analysis of the problem and boosts its computational effi-
ciency. However, this global pressure approach exists only for three-phase data (relative
permeabilities, capillary pressures) which satisfy a TD condition. Such TD three-phase data
are determined by the choice of a global capillary pressure function and a global mobility
function, which take both saturations and global pressure level as argument. Boundary
conditions for global capillary pressure and global mobility are given such that the corre-
sponding three-phase data are consistent with a given set of three two-phase data. The
numerical construction of global capillary pressure and global mobility functions by C1

and C0 finite element is then performed using bi-Laplacian and Laplacian interpolation.
Examples of the corresponding TD three-phase data are given for a compressible and an
incompressible case.

� 2010 Elsevier Inc. All rights reserved.
1. Introduction

The global pressure formulation of porous flow equation was introduced for incompressible two-phase flows indepen-
dently in [8,2]. It was generalized by Chavent and Jaffré [10] to compressible two- and three-phase flows under the approx-
imation that the volume factors are evaluated at the new global pressure instead of the corresponding phase pressure. For
three-phase flows, this approached global pressure formulation was derived under a Total Differential (TD) condition for the
three-phase relative permeabilities and capillary pressures. The difficulty in obtaining physically realistic TD data [9,19] has
limited the use of the global pressure in numerical simulation codes. Nevertheless, comparisons with other approaches have
shown that this formulation simplifies the numerical analysis of the problem and boosts its computational efficiency [13,14].

Recently a new exact global pressure formulation has been developed in [1] for compressible two-phase flows, and for com-
pressible three-phase flows in [12] under the condition that the three-phase data satisfy a new TD condition. In these formu-
lations, the volume factors are evaluated at the corresponding phase pressure – and not at the global pressure as earlier.

Experimental values for three-phase relative permeabilies and capillary pressures are usually known only on the three
two-phase edges of the ternary diagram T, but rarely inside. Three-phase relative permeabilities are usually deduced from
these sets of two-phase data by interpolation formulas such as introduced by Stone [21]. The existence of various
. All rights reserved.
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interpolation formulas shows that none of these formulas detains the ultimate truth. Taking advantage of this lack of exper-
imental three-phase data, a new class of TD-interpolations was introduced by Chavent and co-workers [11,12], which allows
the use of an exact global pressure formulation. The two degrees of freedom of this class are the global capillary function Pg

c ðs; pÞ
and the global mobility function dðs; pÞ, where s is one saturation point in the ternary diagram and p one global pressure level.

In this new class, the number of functions which can be chosen is reduced from three (the relative permeabilities
kr1; kr2; kr3, as for example in the Stone model [21]) to two functions (the global mobility d and the global capillary pressure
Pg

c ). We describe in this paper the numerical implementation of one member of this TD-interpolation class, where the frac-
tional flows and relative permeabilities are obtained by extending Pg

c and d inside the ternary diagram by means of two par-
tial differential equations. But other choices are possible and need to be investigated.

We recall first the exact global pressure approach, with the notations and conventions introduced by Chavent and co-
workers [11,12]. This leads to a simplified expression of the total volumetric flow rate, and hence to a weaker coupling be-
tween pressure and saturation equations.

Then we discuss the boundary conditions to be imposed on Pg
c and d in order to obtain TD three-phase data which coin-

cide with the given two-phase data on the boundary @T of the ternary diagram.
Next we introduce the two finite element solvers required for the interpolation of Pg

c and d on the ternary diagram.
Finally, we show in the numerical results section TD-interpolated three-phase fractional flows and relative permeabilities

obtained by this approach for two levels of compressibility.

2. Flow model

Let the fluids be numbered in order of decreasing wettability. sj; pj denote the saturation and pressure levels of phase
j ¼ 1 (water), 2 (oil) and 3 (gas), and Sj; Pj their distribution (function of space and time variables). Ternary diagram will
be denoted by T and its boundary by @T. A three-phase saturation distribution will be denoted by S ¼ ðS1; S3Þ (so that
S2 ¼ 1� S1 � S3), and a point of the ternary diagram by s ¼ ðs1; s3Þ (so that s2 ¼ 1� s1 � s3) in Fig. 1.

2.1. Conservation laws

For each phase j, one has:

@

@t
ð/ð~x; PporeÞBjðPjÞSjÞ þ r � ðujÞ ¼ 0; j ¼ 1;2;3; ð1Þ
where

~x = vector of spatial coordinates;
/ð~x; PporeÞ = porosity;
Fig. 1. Illustration of the ternary diagram T and different curves C along which Pg
c ðs; pÞ is computed.
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Ppore = pore pressure;

and where for each phase j ¼ 1;2;3:

Pjð~x; tÞ = pressure;
Sjð~x; tÞ = reduced saturation;
qjðpjÞ = density at pressure pj;
ujð~x; tÞ = volumetric flow vector at pressure pj;
BjðpjÞ ¼ qjðpjÞ=q0

j = volume factor;

with
P

jSj ¼ 1; 0 6 Sj 6 1 and q0
j density of phase j at reference pressure.

2.2. Muskat law

At the scale of a Representative Elementary Volume (REV) of porous medium [4], the volumetric flow vector of each phase
at reference pressure for a saturation distribution S ¼ ðS1; S3Þ is given by:
uj ¼ �Kð~xÞdjðPjÞkrjðSÞðrPj � qjðPjÞgrZÞ; ð2Þ
where

Kð~xÞ = absolute permeability at location~x;
djðpjÞ = Bj=lj=phase mobility at pressure pj;
ljðpjÞ = dynamic phase viscosity at pressure pj;
krjðsÞ = relative phase permeability at saturation s ¼ ðs1; s3Þ;
g = gravity constant;
Zð~xÞ = depth at location~x.

2.3. Capillary pressure equation

The water–oil (resp. gas–oil) capillary pressures at point ~x is usually supposed to depend only on the water saturation
(resp. the gas saturation). To ensure a positive derivative of the water–oil capillary pressure function, it is chosen opposite
to the classical definition:
P1 � P2 ¼ P12
c ðS1Þ;

P3 � P2 ¼ P32
c ðS3Þ;

(
ð3Þ
where

P12
c ðs1Þ = water–oil capillary pressure at water saturation s1;

P32
c ðs3Þ = gas–oil capillary pressure at gas saturation s3.

With the chosen wettability conventions one has:
P12
c ðs1Þ 6 0; P12

c ð1Þ ¼ 0; dP12
c

ds1
ðs1ÞP 0;

P32
c ðs3ÞP 0; P32

c ð0Þ ¼ 0; dP32
c

ds3
ðs3ÞP 0:

8<
: ð4Þ
2.4. Pressure equation

Classical numerical resolutions with fractional flow formulation use a ‘‘ pressure equation” referring to one of the three-
phase pressures, for example the oil pressure P2, and two ‘‘saturation” equations with respect to S1 and S3. Summing the con-
servation equations in Eq. (1) for j ¼ 1;2;3 gives
@

@t
/ð~x; PporeÞ

X3

j¼1

BjðPjÞSj

 !
þr:ðqÞ ¼ 0; ð5Þ
where q is the global volumetric flow vector:
q ¼def X3

j¼1

uj ¼ �KdðrP2 þ f1rP12
c þ f3rP32

c � qgrZÞ; ð6Þ
where d, f1; f 3; q are the global mobility, the water and gas fractional flows and the global density expressed as function of
the oil pressure level p2, using the capillary pressure equations in Eq. (3):
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dðs; p2Þ ¼ kr1ðsÞd1 þ kr2ðsÞd2 þ kr3ðsÞd3

fjðs; p2Þ ¼ krjðsÞdj=dðs;p2Þ; j ¼ 1;2;3

qðs;p2Þ ¼
P3
j¼1

qjfjðs;p2Þ

P3
j¼1

fjðs;p2Þ ¼ 1

8>>>>>>>>><
>>>>>>>>>:

ð7Þ
with d1 ¼ d1ðp2 þ Pc12ðs1ÞÞ; d2 ¼ d2ðp2Þ; d3 ¼ d3ðp2 þ Pc32ðs3ÞÞ, and similarly for q1; q2; q3. This ‘‘pressure equation” is
strongly coupled to the saturation equations for S1 and S3 by the two gradient-of-capillary-pressure terms in the right-hand
side of Eq. (6).
2.5. Definition of global pressure field and global capillary pressure function

To find a more suitable form for the pressure equation, a new ”global pressure‘‘ field P [10,12] is introduced, with the
objective that:

� the gradient-of-capillary-pressure coupling terms are eliminated from the formula for the global volumetric flow:
q � �Kd rP � qgrZ½ �: ð8Þ
Hence P and q will follow a Darcy-like law, so one can expect that P exhibits a smooth behaviour
� P is in the range of the phase pressures:
Pmin 6 P1 6 P 6 P3 6 Pmax: ð9Þ
This will allow to use the global pressure P as pore pressure Ppore in the case of pressure dependent porosities.

Therefore, a comparison of q in Eqs. (6) and (8) suggests to require that the global pressure field P is related to the oil
pressure and saturation fields P2 and S ¼ ðS1; S3Þ by:
P ¼ P2 þ Pg
c ðS; PÞ; ð10Þ
where Pg
c is a global capillary pressure function, to be determined. In order to achieve the objectives on P, this function has to

satisfy first:
8ðS1ð~x; tÞ; S2ð~x; tÞ; S3ð~x; tÞ; Pð~x; tÞÞ;
rPg

c ðS; PÞ ¼ f1ðS; PÞrP12
c ðS1Þ þ f3ðS; PÞrP32

c ðS3Þ þ @P
@p ðS; PÞrP:

(
ð11Þ
wherer denotes the gradient with respect to the space variable~x. When this condition is satisfied, the volumetric flow rate
becomes:
q ¼ �Kd 1� @Pg
c

@p

� �
rP � qgrZ

� �
; ð12Þ
so that Eq. (8) is essentially satisfied. If moreover Pg
c is chosen such that:
Pg
c ¼ 0 for s ¼ ð1;0Þ; which correspond to the water summit of T; ð13Þ
then condition (9) is also satisfied (see Eq. (17) below).
The global pressure field P is uniquely determined by Eq. (10) once the oil pressure and saturation fields P2 and S ¼ ðS1; S3Þ

are known, provided Pg
c satisfies the stability condition [10,12]:
8s 2 T; pmin 6 p 6 pmax;
@Pg

c

@p
ðs;pÞ

����
���� < 1: ð14Þ
We call ”compressibility factor‘‘ the quantity @Pg
c=@p. It has to remain small if the desired formulation is to exist.
3. Existence of a global pressure formulation

A global pressure formulation will exist as soon as one can find a global capillary pressure function ðs; pÞ,Pg
c that satisfies

conditions given by Eqs. (11), (13) and (14). But it is always possible to satisfy Eq. (13) once (11) and (14) hold, as these latter
involve only derivatives of Pg

c . So we focus on conditions which ensure that (11) and (14) can be satisfied. The global pressure
level p 2 ½pmin; pmax� is fixed throughout this section.
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3.1. Satisfying (11): Total differential condition

Condition formulated in Eq. (11) is equivalent to:
8s 2 T one has :
@Pg

c
@s1
ðs;pÞ ¼ f1ðs;p� Pg

c Þ
dP12

c
ds1
ðs1Þ;

@Pg
c

@s3
ðs;pÞ ¼ f3ðs;p� Pg

c Þ
dP32

c
ds3
ðs3Þ:

8<
: ð15Þ
This implies that Pg
c satisfies a differential equation along any given smooth curve C : t 2 ½0;1�,ðC1ðtÞ; C3ðtÞÞ 2 T of the ter-

nary diagram. Of particular interest are the curves C starting at ðs1; s3Þ ¼ ð1;0Þ (water, where Pg
c ¼ 0) and ending at a given

point s ¼ ðs1; s3Þ of T (see Fig. 1). Along such a curve, the function bðtÞ ¼ Pg
c ðCðtÞ; pÞ satisfies:
db
dt ¼ f1ðC;p� bÞ dP12

c
ds1
C01 þ f3ðC;p� bÞ dP32

c
ds3
C03; bð0Þ ¼ 0;

bð1Þ ¼ Pcgðs1; s3;pÞ independently of the curve C;

(
ð16Þ
where C0j ¼ dCj=dt. The independency condition stated in Eq. (16) is theTotal Differential (TD) condition which has to be sat-
isfied by the fractional flows f1; f 3 and the capillary pressure functions P12

c ; P32
c in order to ensure the existence of Pg

c , and
hence of the global pressure P.

When this condition is satisfied, the value of Pg
c at a given point ðs1; s3Þ of T and a given global pressure level p can be

expressed for example by integration along the curve made of C1 ¼ ð1� t þ ts1;0Þ followed by C3 ¼ ð0; ts3Þ (see Fig. 1). But
here C10

1 ¼ �1þ s1; C10
3 ¼ 0 and C30

1 ¼ 0; C30
3 ¼ s3, which gives:
db1

dt ¼ �f1ðC1;p� b1Þ dP12
c

ds1
ðC1

1Þð1� s1Þ; b1ð0Þ ¼ 0

db3

dt ¼ f3ðC3;p� b3Þ dP32
c

ds3
ðC3

3Þs3; b3ð0Þ ¼ b1ð1Þ

Pg
c ðs1; s3;pÞ ¼ b3ð1Þ

8>>><
>>>: ð17Þ
where b1 and b3 are expression of b along C1 and C3 curves. This formula is useful for the mathematical analysis of the new
formulation (see for example the next section). However it cannot be used for the numerical determination of Pg

c for a given
set of three-phase fractional flows and capillary pressures, as there is no simple way to know wether this set satisfies the TD
condition given by Eq. (16) or not – and in general it will not!

3.2. Satisfying the stability condition given by Eq. (14)

Let us compute the compressibility factor @Pg
c=@pðs; pÞ at a given point s ¼ ðs1; s3Þ 2 T. Following [12], we introduce

cjðtÞ ¼def
@Pg

c=@pðCjðtÞ; pÞ for j ¼ 1;3, and derive the previous system of Eq. (17) with respect to p, which leads to:
dc1

dt ¼ �
@f1
@p2
ðC1;p� b1Þ dP12

c
ds1
ðC1

1Þð1� s1Þð1� c1Þ; c1ð0Þ ¼ 0;

dc3

dt ¼
@f3
@p2
ðC3;p� b3Þ dP32

c
ds3
ðC3

3Þs3ð1� c3Þ; c3ð0Þ ¼ c1ð1Þ;
@Pg

c
@p ðs1; s3; pÞ ¼ c3ð1Þ:

8>>><
>>>: ð18Þ
The two first lines of Eq. (18) are differential equations of the form:
dcj

dt
¼ @fj

@p2
ðCj;p� bjÞdPj2

c

dsj
ðCj

jÞC
j 0
j|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

¼def ajðtÞ

ð1� cjÞ; cjð0Þ ¼ cj
0; ð19Þ
whose analytical solution is given by:
cjðtÞ ¼ 1� ð1� cj
0Þ exp �

Z t

0
ajðsÞds

� �
: ð20Þ
Using (20) and initial values of (18), the third line of (18) is then given by:
@Pg
c

@p
ðs; pÞ ¼ 1� ð1� c1ð1ÞÞ exp �

Z 1

0
a3ðsÞds

� �

¼ 1� exp �
Z 1

0
a1ðsÞ þ a3ðsÞ
� 	

ds
� �

:

ð21Þ
This shows that the coefficient 1� @Pg
c=@p, required for the implementation of the global pressure formulation (see Eq. (12))

is strictly positive, and gives a simple way to compute it - and of course to check wether the stability condition (14) is sat-
isfied or not for the problem at hand ! We refer to [12] for conditions on the mobilities dj; j ¼ 1;2;3 under which (14) hold
true.
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3.3. Remark on a single compressible phase case (gas)

When the compressibility of water and oil are neglected, the derivatives of phase mobilities are zero with respect to their
own phase pressure ðd01 ¼ d02 ¼ 0Þ. Therefore @f1=@p2 ¼ 0 and hence a1 ¼ 0. Then a simple calculation shows that:
a3ðsÞ ¼ kr3d03ðkr1d1 þ kr2d2Þ
ðkr1d1 þ kr2d2 þ kr3d3Þ2

dP32
c

ds3
ðss3Þs3 P 0;
where s 2 ½0;1�. Three-phase relative permeabilities kr1; kr2; kr3 are evaluated at ðss1; ss3Þ and d1; d2; d3; d03 are computed
at the corresponding phase pressure. It leads to:
@Pg
c

@p
ðs1;0;pÞ ¼ 0 on the water—oil side;

0 6
@Pg

c

@p
ðs1; s3;pÞ < 1 over T:
In particular, the stability condition formulated in expression (14) is automatically satisfied. In the numerical examples pre-
sented below, maximum values of @Pg

c=@p are in the order of 10�4, so that 1� @Pg
c=@p ’ 1.

4. A Partial Differential Equation-Total Differential (PDE-TD) interpolation algorithm for two-phase data

In order to take advantage of the exact global pressure formulation recalled in the previous sections, it is necessary to be
able to construct secondary flow variables such as three-phase relative permeabilities and capillary pressures, which both
coincide with given two-phase data on the side of the ternary diagram AND satisfy the TD condition (16). We present in this
section one such algorithm (adapted from [12]), which uses partial differential equations to extend d and Pg

c over the ternary
diagram, as well as the two-phase data sets to which it will be applied. Let p be a given global pressure level in the range of
interest.

4.1. The PDE-TD-interpolation algorithm

The PDE-TD-interpolation algorithm needs as input a collection of three two-phase relative permeabilities curves krij
i ; krij

j ,
two capillary pressure curves P12

c ; P32
c , the viscosities li of each fluid, plus the gas compressibility data (see algorithm). Note

that water and oil are supposed to be incompressible ðB1 ¼ B2 ¼ 1Þ.

PDE-TD-interpolation algorithm
Require: p, krij
k for k ¼ i; j; P12

c ðs1Þ; P32
c ðs3Þ for all s1; s3 in [0,1], M3; R; T3; q0

3; li
Ensure: kriðs; pÞ; miðs; pÞ; @Pg
c=@pðs; pÞ for all s in T
step 1: Solve non-linear Ordinary Differential Equations to obtain ðPg
c Þ

data on @T

step 2: Correct two-phase data for TD Compatibility
step 3: Compute d on @T

step 4: Solve harmonic problem
�Dd ¼ 0 in T

d ¼ ddata in @T



step 5: Solve biharmonic problem

D2Pg
c ¼ 0 in T

Pg
c ¼ ðP

g
c Þ

data on @T

@Pg
c

@n ¼
@Pg

c
@n

� �data
on @T13; @T23 and @T12

8>>><
>>>: ! Compute mi; di

step 6: Compute @Pg
c

@p ðs; pÞ; kriðs; pÞ
We solve first in step 1 Initial Value Problems Eq. (16) on two-phase side(s) of T with an Ordinary Differential Equation
(ODE) Solver: starting at the water summit (1,0), where Pg

c ¼ 0, one determines ðPg
c Þ

data ¼def
b on the rest of the boundary. Solv-

ing for example one ODE on the water–gas side, and the other on the water–oil resp. oil–gas sides will produce in general
two different values of b ¼ ðPg

c Þ
data at the gas summit (0,1), which violates the TD condition Eq. (16).

So we correct in step 2 the two-phase data in order to satisfy the TD condition Eq. (16) on @T: one modifies ðPg
c Þ

data on the
gas–oil side for example in such a way that it matches at the gas vertex the value of ðPg

c Þ
data computed on the water–gas side.

This might modify slightly the relative permeabilitiy data on the gas–oil side.
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Then we compute in step 3 the global mobility ddata on @T at the given global pressure level p, which is given by Eq. (7) with
P2 replaced by P � Pg

c ðs; pÞ. In step 4, the global mobility d is then extended to the interior of T by solving an harmonic equa-
tion on T by mean of C0 piecewise linear finite elements.

Step 5 is devoted to the extension of the global capillary pressure ðPg
c Þ

data to the inside of T. In order to ensure that the
fractional flows associated to Pg

c by Eq. (15) coincide on @T with those derived from the data, it is necessary for Pg
c to satisfy

both the Dirichlet condition Pg
c ¼ ðP

g
c Þ

data and a Neumann condition on @T. Hence Pg
c will be extended to T as the solution of a

biharmonic equation which satisfies these Dirichlet and Neumann conditions. This equation is solved by a C1 Hsieh–Clough–
Tocher finite element method [16], which ensure that the fractional flows derived from Pg

c are continuous over the ternary
diagram. For each fluid phase, the corresponding fractional flow and phase mobility are then derived.

Finally, the TD relative permeabilities are computed from Pg
c and d and the stability condition is verified. The different

steps introduced in the PDE-TD-interpolation algorithm are discussed in the following sections.

4.2. The two-phase data sets

Data usually available for the engineer in environmental sciences or in reservoir modeling are three sets of two-phase
data on capillary pressure and relative permeabilities for water–gas, gas–oil and water–oil system. Two global pressure lev-
els p are studied: in case one, p ¼ 1 bar, and the gas volume factor B3 remains close to one over T (nearly incompressible
flow); in case two, p ¼ 1:2 bar, so that B3 is near to 1.15 (compressible flow). Conventions for diagram T are given in
Fig. 1, and the three edges of T are parameterized by the three curves:
Table 1
Initial s

Prop

Wat

Oil d

Gas

Mola

Tem
Idea

Refe

Wat
C12ðtÞ ¼ ð1� t; 0Þ;
C23ðtÞ ¼ ð0; tÞ;
C13ðtÞ ¼ ð1� t; tÞ;

8><
>: 8t 2 ½0;1�: ð22Þ
The ternary diagram is discretized with triangles equally spaced in S1 and S3 directions following Ds1 ¼ Ds3 ¼ 0:1.
The data set is then made of

� the single phase characteristics, as given in Table 1 for cases 1 and 2,
� the capillary pressure functions P32

c ðs3Þ and P12
c ðs1Þ defined on T, with the chosen wettability convention, as shown in

Fig. 3,
� the relative phase permeabilities krij

kðtÞ at point CijðtÞ of @T, for k ¼ i or j and ij ¼ 12, 23 and 13, as shown in Fig. 2.

The input to the interpolation algorithm will then be:

� the derivatives of the capillary pressure curves: Pk2
c

0
¼ dPk2

c =dsk for k ¼ 1;3,
� the fractional flow f ij

k ðt; p2Þ of fluid k and the total mobility dijðt; p2Þ at point CijðtÞ

of each edge ij for a given oil pressure level p2. They are easily computed from the data using formula (7).

5. Determination of Pg
c ðs;pÞ on ›T (step 1)

Determination of Pg
c ðs; pÞ on @T requires to solve three non-linear Ordinary Differential Equations (ODE’s) along three

curves C of T defined in (22). We shall use the notations following notations for quantities which depend on the global
pressure:
bijðtÞ ¼ Pg
c ðC

ijðtÞ;pÞ;
mij

kðt; pÞ ¼ f ij
k ðt;p� bijðtÞÞ for k ¼ i; j and ij ¼ 12;23 and 13:
ingle phase data settings on @T for cases 1 and 2.

erty Symbol Value Unit

er dynamic viscosity l1 1 �10�3 ½Pa s�
ynamic viscosity l2 0.5 �10�3 ½Pa s�
dynamic viscosity l3 0.015 �10�3 ½Pa s�
r mass of gas phase M3 0.025 ½kg mol�1�

perature of gas phase T3 296 [K]
l gas law constant R 8.314 ½J K1 mol1�
rence gas density at 1 bar q0

3
1.204 ½kg m�3�

er and oil volume factor B1; B2 1 [–]



Fig. 2. Initial relative two-phase permeabilities given on @T12 ; @T13 and @T23 for cases 1 and 2.
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5.1. Determination of b12 along the water–oil side @T12

We solve the ODE system starting from b12ð0Þ ¼ Pg
c ðC

12ð0Þ; pÞ ¼ Pg
c ð1;0; pÞ ¼ 0 to the ending point at s1 ¼ 0 (i.e. s2 ¼ 1):
b12ð0Þ ¼ 0;
db12

dt ðtÞ ¼ �f 12
1 ðt;p� b12ðtÞÞP12

c

0ð1� tÞ;

(
ð23Þ
The water is supposed incompressible, so that B1 ¼ 1 and the water–oil ODE system is simply reduced to:
b12ð0Þ ¼ 0;
db12

dt ðtÞ ¼ �
kr12

1 ðtÞ
l1d12ðtÞ

P12
c

0ð1� tÞ:

8<
: ð24Þ
5.2. Determination of b23 along the gas–oil side @T23

The initial condition for b23 at s3 ¼ 0 (or s2 ¼ 1) is obtained from the final value b12ð1Þ of b12 on the water–oil side:
b23ð0Þ ¼ b12ð1Þ;
db23

dt ðtÞ ¼ f 23
3 ðt; p� b23ðtÞÞP32

c

0ðtÞ;

(
ð25Þ
Thus the gas–oil ODE system can be expressed by:
b23ð0Þ ¼ b12ð1Þ;
db23

dt ðtÞ ¼ kr23
3 ðtÞ

d3ðp�b23ðtÞþP32
c ðtÞÞ

d23ðt;p�b23ðtÞÞ
P32

c

0ðtÞ:

8<
: ð26Þ
5.3. Determination of b13 along the water–gas side @T13

Based on the conditions formulated in Section 3, the first initial value is given by the global capillary pressure at s1 ¼ 1 i.e.
b13ð0Þ ¼ b12ð0Þ ¼ 0
b13ð0Þ ¼ 0;
db13

dt ðtÞ ¼ �f 13
1 ðt;p� b13ðtÞÞP12

c

0ð1� tÞ þ f 13
3 ðt; p� b13ðtÞÞP32

c

0ðtÞ:

(
ð27Þ
Thus the water–gas ODE system can be expressed by:



Fig. 3. Capillary pressure P32
c ½Pa� (top) and P12

c ½Pa� (bottom) given on T for cases 1 and 2.
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b13ð0Þ ¼ 0;
db13

dt ðtÞ ¼ �
kr13

1 ðtÞP
12
c
0 ð1�tÞ

l1d13ðt;p�b13ðtÞÞ
þ kr13

3 ðtÞd3ðp�b13ðtÞþP32
c ðtÞÞP32

c
0 ðtÞ

d13ðt;p�b13ðtÞÞ
:

8<
: ð28Þ
In order to solve the given three ODE’s system, we used a multistep predictor–corrector scheme.

5.4. Computing b ¼ Pg
c on @T with a predictor–corrector scheme PðECÞml E

Let bij
k denotes the global capillary pressure computed on side ðijÞ at node tk. A multistep predictor–corrector is used to

compute b ¼ Pg
c on @T. Practically, only initial point ðt0; b

ij
0Þ is used to compute ðt1; b

ij
1Þ, and in general, bij

k is needed to com-
pute bij

kþ1. After several points found, it is feasible to use several prior points in the calculation. In our case, we used an Adams
four-step method [20] to solve ODE’s system on @T12 (23), on @T23 (25) and on @T13 (27). It requires bij

k�3; bij
k�2; bij

k�1, and bij
k

in the calculation of bij
kþ1. The chosen method is not self-starting ; four initial points ðt0; b

ij
0Þ; ðt1; b

ij
1Þ; ðt2; b

ij
2Þ, and ðt3; b

ij
3Þ, must

be given in advance in order to generate the points ½ðtk; b
ij
kÞ : k P 4�. We used a fourth-order Runge–Kutta scheme. A desirable

feature of the multistep scheme is the determination of the local truncation error (LTE). Hence, a correction term is added,
which improves the accuracy of the solution at each step. A grid parameter l is used to determine how many times each step
is divided and controls that for each refined step, the local truncature error (LTE) is reached and bij

kþ1 converges after m lin-
earized loops. Using combinations of a predictor (P) and corrector (C), one requires only two function evaluations (E) of the
right-hand side per step. Basically, predictor–corrector methods proceed by extrapolating of a polynomial fit (Adams–Bash-
forth scheme) to the derivative from the previous points to the new point (the predictor step) and then use it to interpolate
(Adams–Moulton scheme) the derivative in the corrector step to take into account gas pressure at each step. Each ODE sys-
tem is built up from its first initial value. Numerical results are shown for cases 1 and 2 in Figs. 4 and 7, respectively. In gen-
eral, the ODE for b23 gives a value at s3 ¼ 1 which is slightly different from the one obtained on water–gas side for b13. In
order to satisfy the TDC condition, a correction is applied to close the boundary system on @T (see Fig. 3). This will be dis-
cussed in details in Section 6.

6. Satisfying the Total Differential Compatibility condition (step 2)

The global capillary function Pg
c , when it exists, take a unique value at the gas vertex. It is hence necessary that b23 and b13

satisfy the TD Compatibility condition [12].
b23ð1Þ ¼ b13ð1Þ: ð29Þ
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Based on Eqs. (23), (25) and (27), an integral expression of the global capillary pressure at s3 ¼ 1 is obtained using two dif-
ferent paths (see Fig. 1):

� from s1 ¼ 1 to s1 ¼ 0 along the water–oil side ðC1Þ and from s3 ¼ 0 to s3 ¼ 1 along the gas–oil side ðC3Þ;
� from s1 ¼ 1 to s3 ¼ 1 along the water–gas side
Z 1

0
m12

1 ðs;pÞ � m13
1 ðs;pÞ

� 	
P12

c

0ð1� sÞds ¼
Z 1

0
m32

3 ðs;pÞ � m13
3 ðs; pÞ

� 	
P32

c

0ðsÞds: ð30Þ
This shows that for example the simple fractional flow model which satisfies m12
1 ¼ m13

1 and m32
3 ¼ m13

3 , respects the TDC con-
dition. But in general, the functions b23 and b13 computed from the data will not satisfy exactly the TDC condition (29). So we
enforce this condition by modifying slightly one of the beta functions, for example b23:
b23
TDðtÞ ¼ b23ðtÞ � t2ðb23ð1Þ � b13ð1ÞÞ: ð31Þ
An illustration of the corrected values b23
TD is given below in Fig. 3. For each global pressure level p, this correction leads to a

new permeability model kr23
2;TD and kr23

3;TD on the gas–oil side which is quite similar to the initial one. Once corrected for TDC
condition, the functions b12; b23 and b13 give a Dirichlet condition for Pg

c . Some rules must be checked to ensure a correct
calculation of the solution. Using Eqs. (4), (15) and (27), one can see that:
b13ðtÞ ¼
Z t

0

@Pg
c

@s3
ð1� t; s;pÞdsþ b12ðtÞ;

b13ðtÞ � b12ðtÞ ¼
Z t

0
f3ð1� t; s; p2Þ|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

06�61

dP32
c

ds3
ðsÞ|fflfflfflfflffl{zfflfflfflfflffl}

P0

ds;

) jb13ðtÞ � b12ðtÞj 6 P32
c ðtÞ|fflffl{zfflffl}
P0

� P32
c ð0Þ|fflfflffl{zfflfflffl}
¼0

;

() b13ðtÞ � P32
c ðtÞ 6 b12ðtÞ 6 b13ðtÞ:

ð32Þ
We get a similar relation for b23ðtÞ on gas–oil side @T23. Hence a necessary condition for the fractional flows f1 and f3 asso-
ciated to the function Pg

c under determination to range between 0 and 1 is:
Fig. 4. Numerical results for bij ½Pa� over @T using PðECÞ210E, case 1.
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b13ðtÞ � ðP12
c ð1� tÞ � P12

c ð0ÞÞ 6 b23
TDðtÞ 6 b13ðtÞ;

b13ðtÞ � P32
c ðtÞ 6 b12ðtÞ 6 b13ðtÞ:

(
ð33Þ
Right-hand side of these two inequalities are respected for both b23
TD and b12 (see Fig. 4) and ensure that fractional flows will

vary from zero to one.
7. Determination of dðs;pÞ on ›T and T (steps 3 and 4)

7.1. Dirichlet boundary condition on dðs; pÞ over @T (step 3)

The global capillary pressure is known on @T (Sections 5 and 6). It is hence possible to compute the value ddata of the glo-
bal mobility associated to the data at the given global pressure level p
ddata ¼
d12 ¼ kr12

1 d1 þ kr12
2 d2 ðwater—oilÞ;

d13 ¼ kr13
1 d1 þ kr13

3 d3ðp� b13 þ P32
c Þ ðwater—gasÞ;

d23 ¼ kr23
2 d2 þ kr23

3 d3ðp� b23
TD þ P32

c Þ ðgas—oilÞ:

8>><
>>: ð34Þ
This function will serve as Dirichlet boundary condition for the determination of d over T. Values of d12
; d23 and d13 are

shown as part of the complete solution over T in Figs. 5 and 6.

7.2. C0 finite element for Laplace problem on dðs; pÞ over T (step 4)

In this TD-interpolation algorithm, d is chosen as the smoothest function which interpolates the boundary conditions
ddata, by solving an harmonic problem. This problem is solved by standard finite elements C0. The resulting global mobility
is presented for case 1 and case 2 in Figs. 5 and 6, respectively. The red-doted line is the value of d12 on water–oil side, the
green one stands for d23 on gas–oil side and the blue d13 for water–gas side.

8. Determination of Pg
c ðs;pÞ on T (step 5)

In order to obtain fractional flow functions which are continuous over T, it is necessary (see Eq. (15)) to represent Pg
c by a

piecewise polynomial where both the function and the derivatives meet at the boundary between elements. Those finite ele-
ments are called H2 – conforming finite elements, and therefore can be used for the approximation of the fourth-order problem
of step 5 [7,6]. For triangular finite elements, there exist two popular families of polynomial spaces. Argyris finite element [3]
100

101

102

Fig. 5. Global mobility solution d of the Laplace problem, case 1.



Fig. 6. Global mobility solution d of the Laplace problem, case 2.
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uses complete quintic polynomial expansion with five degrees of freedom on each vertex (its value, first and second deriv-
atives) and one on the middle of each side (normal derivatives). Deleting the normal mid-nodes, one have Bell triangular fi-
nite elements [5].

The high approximation qualities of these elements are well known but need some regularity for data and solution to
solve fourth-order problems. Therefore we use another popular family of C1 triangular finite element called the complete
Hsieh–Clough–Tocher (HCT) finite element described by [6,7,16].

In the HCT finite element approach, an elementary triangle is subdivided in three subtriangles using the center of gravity
[5]. This element has three degrees of freedom at each node located at a vertex of the triangle (value of the function and of its
two derivatives), plus the normal derivatives at the mid-side nodes. The choice of the interior node as barycenter does not
influence the solution [15]. On each subtriangles, a complete cubic polynomial expansion is used. The resulting function is
C1-class on the assembled element. System solved in step 5 is similar to the problem solved in the case of the deflexion of a
thin elastic plate, clamped at its boundaries with a zero loading.

8.1. Boundary condition over @T

The value of Pg
c at a node s of @Tij is using the results of step 1:
Pg
c ðsÞ

 �data ¼ bijðtÞ where t is such that CijðtÞ ¼ s: ð35Þ
Then the derivatives @Pg
c=@s1 and @Pg

c=@s3 at the same node s are given, using Eq. (15), by:
@Pg
c

@sj
ðsÞ

� �data

¼ fjðs;p� ðPg
c Þ

dataÞPj2
c

0
ðsjÞ for j ¼ 1;3: ð36Þ
So we require in our interpolation code that the global capillary pressure Pg
c satisfies:

� at each node s of @T which is a vertex of an element:
Pg
c ðsÞ ¼ Pg

c ðsÞ
 �data

; ð37Þ

@Pg
c

@sj
ðsÞ ¼ @Pg

c

@sj
ðsÞ

� �data

for j ¼ 1;3: ð38Þ
� at each node s of @T which is the middle of an edge:



Fig. 7.
comput
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@Pg
c

@n
ðsÞ

� �
¼ @Pg

c

@n
ðsÞ

� �data

; ð39Þ
where the normal derivative @Pg
c

@n ðsÞ
� �data

is computed by combination of @Pg
c

@s1
ðsÞ

� �data
and @Pg

c
@s3
ðsÞ

� �data
.

In order to interpret these conditions, one notices that conditions in Eq. (38) are equivalent to:
@Pg
c

@t
ðsÞ

� �
¼ @Pg

c

@t
ðsÞ

� �data

; ð40Þ

@Pg
c

@n
ðsÞ

� �
¼ @Pg

c

@n
ðsÞ

� �data

; ð41Þ
where the tangential derivative @Pg
c

@t ðsÞ
� �data

is computed by combination of @Pg
c

@s1
ðsÞ

� �data
and @Pg

c
@s3
ðsÞ

� �data
.

Conditions in Eqs. (37) and (40) at vertex nodes constrain the value of Pg
c on @T: they constitute a Dirichlet condition ;

conditions in Eq. (39) at mid-edge nodes and (41) at vertex nodes, which constrain the normal derivative of Pg
c , constitute

a Neumann condition.

8.2. Solving the biharmonic problem for Pg
c ðs; pÞ using C1 finite elements

The biharmonic problem of step 5 is solved using the HCT finite elements at the given global pressure level Pmin 6

p 6 Pmax. It produces, at each node s of T, a value of the global capillary pressure Pg
c ðs; pÞ and two derivatives @Pg

c=@s1ðs; pÞ
and @Pg

c=@s3ðs; pÞ.
We have plotted in Figs. 7–9 resp. the functions Pg

c ¼ p� p2; Pg
c � P12

c ¼ p� p1 and Pg
c � P32

c ¼ p� p3, which give the rela-
tion of the global pressure p with each individual phase pressure over the ternary diagram. One sees that for each phase j, the
relation between p and pj is smooth near the jth vertex of T, i.e. where the jth phase represents the main part of the flow and
the jth phase pressure distribution Pj is expected to vary smoothly over the flow domain. Hence the global pressure distri-
bution P is expected to be smooth all over the flow domain. On the contrary, in the classical formulation where the numerical
unknown is the oil pressure (for example), the variation of p2 � p1 ¼ P21

c and p2 � p3 ¼ P32
c with saturation is given by the
Numerical results for bij ½Pa� over @T using PðECÞ210E from step 1, global capillary pressure p� p2 ¼ Pg
c ðs; pÞ and ð@Pg

c=@s1; @Pg
c =@s3Þ (blue arrows)

ed from step 5, case 2. (For interpretation of the references in colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 8. Relation of global pressure to water pressure: p� p1 ¼ Pg
c ðs;pÞ � P12

c ðs1Þ, case 2.
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Fig. 9. Relation of global pressure to gas pressure: p� p3 ¼ Pg
c ðs;pÞ � P32

c ðs3Þ, case 2.
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capillary pressure functions of Fig. 3, where it is seen that p2 � pj is singular near the jth vertex for j ¼ 1;3: the oil pressure
distribution P2 is expected to exhibit steep variations at flow locations where the saturations are close to the water or gas
vertex. This shows the global pressure is a smoother unknown then the oil pressure, and is hence best fitted for numerical
approximation.

As one can see on Figs. 7–9, conditions (33) are verified for both cases 1 and 2. Once Pg
c has been determined, the asso-

ciated fractional flow miðs; pÞ with i ¼ 1;2;3 are defined by:
m1ðs; pÞ ¼ @Pg
c

@s1
ðs; pÞ

� �
dP12

c
ds1
ðs1Þ

� ��1
;

m3ðs; pÞ ¼ @Pg
c

@s3
ðs; pÞ

� �
dP32

c
ds3
ðs3Þ

� ��1
;

m2ðs; pÞ ¼ 1� m1ðs; pÞ � m3ðs; pÞ:

8>>>><
>>>>:

ð42Þ
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Fig. 10. Water fractional flow m1ðs; pÞ for case 1 (dashed line) and case 2 (solid line) on T.
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Fig. 11. Oil fractional flow m2ðs; pÞ for case 1 (dashed line) and case 2 (solid line) on T.
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By construction, these fractional flow satisfy the TD condition (15).
Figs. 10–12 show the resulting phase fractional flow obtained in cases 1 and 2. One can see that the water fractional flow

m1 and oil fractional flow m2 are the same on the water–oil sidein both case due to their respective volume factors B1 ¼ B2 ¼ 1
(see Figs. 10 and 11). However, the compressibility effect is visible on the two gas/liquid sides i.e. the gas–oil edge and the
water–gas edge in Fig. 12: remember that the gas mobility d3 is computed using the gas volume factor B3 evaluated at the gas
pressure.

Note that the global algebraic system is symmetric, while local bending stiffness HCT matrix is unsymmetric. These two
linear systems are respectively solved by an iterative preconditioned conjugate gradient (PCG) solver and a direct solver
based on both unifrontal/multifrontal methods well suited for solving sparse linear systems (UMFPACK) [17]. The Eisenstat
trick [18] is applied to the preconditioned matrix (PCG) and allows saving a significant part of computation. Integrals are
computed with a 12-order Hammer–Gauss quadrature.
9. Determination of kr1; kr2; kr3 and ›Pg
c=›p on T (step 6)

Figs. 13–15 show the three-phase relative permeabilities kriðs; pÞ deduced from the fractional flow miðs; pÞ from step 5, the
global mobility dðs; pÞ from step 4 and the individual phase mobility di by the formulas:
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Fig. 12. Gas fractional flow m3ðs;pÞ for case 1 (dashed line) and case 2 (solid line) on T.
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Fig. 13. Relative permeability of water kr1ðs;pÞ for case 1 (dashed line) and case 2 (solid line) on T.
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kr1ðs;pÞ ¼ m1ðs;pÞ
d1

dðs;pÞ;

kr2ðs;pÞ ¼ m2ðs;pÞ
d2

dðs;pÞ;

kr3ðs;pÞ ¼ m3ðs;pÞ
d3ðp�Pg

c ðs;pÞþP32
c ðs3ÞÞ

dðs;pÞ:

8>>><
>>>: ð43Þ
By construction, these relative permeabilities coincide with the two phase data on the boundary @T. To discuss differences
between cases 1 and 2, relative error jkri � kr�i j=kri (* stand for case 1), i ¼ 1;2;3 is calculated at s1 ¼ 10%; s3 ¼ 40%. At this
point, water relative permeability of case 2 is 15% higher than incompressible case 1 and relative permeabilities of the gas
resp. oil phase are 5% higher and 7% lower in case 2, respectively. Hence, with the interpolation scheme used by the algo-
rithm, the gas compressibility allows water to achieve higher water relative permeabilities at higher gas saturations.

An expression of the compressibility factor @Pg
c=@p appearing in formula (12) for the global volumetric flow can be derived

from Eq. (21) in the case of a single compressible phase:
@Pg
c

@p
ðs; pÞ ¼ 1� exp �

Z 1

0

kr3d03ðkr1d1 þ kr2d2Þ
ðkr1d1 þ kr2d2 þ kr3d3Þ2

P0c
32s3|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

a3ðsÞ

ds

0
BBBB@

1
CCCCA: ð44Þ
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Fig. 14. Relative permeability of oil kr2ðs; pÞ for case 1 (dashed line) and case 2 (solid line) on T.
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Fig. 16. Compressibility factor @Pg
c=@p for case 2.
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With a convenient Simpson integration rule, one gets for each interior node ðs1; s3Þ of T:
@Pg
c

@p
ðs; pÞ ’ 1� exp �a3ð1Þ

2

� �
; ð45Þ
with here a3ð0Þ ¼ @f3=@p2ðC3ð0Þ; p� b3ð0ÞÞ ¼ 0. The compressibility factor @Pg
c=@p obtained on T for case 2 is shown in

Fig. 16. The maximum value calculated is about 10�3. Numerical results show that it vanishes at the water, oil and gas vertex,
and that it remains small compared to one over the ternary diagram. Of course, for case 1, d03 ¼ 0 and hence @Pg

c=@p ¼ 0. On
the water–gas system, the compressibility factor is significantly higher than the one determined on the oil–gas side. How-
ever, on the water–oil side, the compressibility factor is zero due to B1 ¼ B2 ¼ 1.
10. Conclusion

We develop in this paper, a new Partial Differential Equation-Total Differential (PDE-TD) interpolation algorithm for the
determination of three-phase flow in the case of a single compressible phase (gas). This algorithm takes as input a classical
collection of two-phase data, and corrects slightly the two-phase relative permeabilities for TD condition This might have
little impact on the resolution at the reservoir scale, as it is well known that the shock saturation mainly dominates two-
phase flows, but ensures the existence of a global capillary pressure Pg

c ðs; pÞ, from which the three-phase fractional flows
and relative permeabilities are derived. By construction, these relative permeabilities satisfy the TD condition, and allow
to replace the classical compressible flow formulation by the fully equivalent global pressure formulation [12], where the
global pressure is defined by P ¼ P2 þ Pg

c ðS; PÞ. The algorithm involves the resolution of an harmonic and a biharmonic prob-
lem over the ternary diagram by C0 and C1 finite elements. Numerical experiments show the high efficiency of the new inter-
polation algorithm, which opens the way to its incorporation in a numerical flow simulator using the global pressure
formulation. The compressibility factor @Pg

c=@pðs; pÞ in the Darcy law for the global volumetric flow q as been shown to satisfy
0 6 @Pg

c=@pn1 in the case of a single compressible phase. Further research will focus on how well TD-interpolation can
match some experimental datas or a-priori given three-phase target permeability model such as [21] on the interior of T.
Two directions will be investigated:

� exploration of the class of TD-interpolation algorithms, in order to see how far one can match experimental or a-priori
given three-phase target permeabilities such as [21],
� numerical comparison of the efficiency and precision of the conventional approach [21] with the exact global pressure

formulation.
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